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Abstract— Modernization in information technology has enabled the collection and processing of vast amounts of spatial data. Spatial data mining 
extracts previously unknown , potentially useful patterns from huge amounts of spatial data. Spatial data are collected from the spatial objects. The col-
lected data is preprocessed (for replacing the missing values) using the WEKA data mining tool. For the preprocessed data, association rule ( apriori 
algorithm) is applied for identifying the frequent item sets. Disaster affected areas were identified. Visualization of the spatial data on Geographical In-
formation Systems (GIS) using different colored pinpoints per quarter of a year. From that area at high risk of disaster were analyzed , then the predicted 
spatial data will be forwarded to health organizations for conducting campaigns. Our focus is to predict the disaster , design the spatio-temporal trees per 
quarter of a year and to visualize the knowledge in GIS.  

Index Terms— Collocation rule, Dengue Fever , Geographical Information Systems , Pre-processing , Spatial Data Mining , Spatio-temporal trees 
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1 INTRODUCTION                                                                     
patial data mining is an important extension that discov-
ers the non-trivial and potentially useful datasets from 
large data sets. Extracting useful patterns from huge spa-

tial databases , which covers various technical overheads like, 
spatial data infrastructures, spatial relationships, spatial auto-
correlation and some others related to spatial-geometry [1]. 
Temporal data mining is the extraction of data based on time-
series [2]. Temporal data mining can be defined as the activity 
of looking for interesting correlations or patterns in large sets 
of temporal data accumulated for other purposes. Combining 
the semantic support from spatial data mining and temporal 
data mining, with a slender correlation, the concept of spatio -
temporal mining helps us to give, the temporal meaning to the 
evolving and ever changing collocation rules [3]. However, the 
feature fuzzy or Boolean, the problem of collocation is wheth-
er a static or a dynamic is difficult to many GIS application 
users. However, the rules are characterized as outdated, obso-
lete which does not satisfy the decisive factors of GIS appre-
hension, such are eliminated. And with the historical rules 
that describe the incident, which are mandatory, in addition to 
which are used to identify the state transformations in terms 
of size and shape of the elementary parts of the rules are of 
very important concern when related to spatial, many algo-
rithms for mining the spatio-temporal inference encompasses 
much significance [4]. Most typically the potentiality of trans-
formations occurred to the collocation, is to understand the 
time components related to the transformations and mining 
the temporal sequences that identify the series of transfor-
mations. 

2  HISTORY 
Spatial data mining extracts potentially useful patterns  from 
large databases [5]. The problem of discovering the collocation 
rules of spatial data is introduced by Shashi Shekhar et. Al. It 
was followed by successive refinement and improvement and 
given a discrete data model representation [6]. In the concep-
tual notation for the collocation that is designed for non-

spatial features of the spatial objects have been discussed, 
supporting to that, a transformation has been deduced [7]. To 
support further experimental work the semantic representa-
tion of the data structure to store the collocation has designed 
[8]. 
     According to , the spatio-temporal mining will be the sub-
jective principle that will establish the correlation between the 
time components and the spatial aspects [9]. But the experi-
ment carried over in this work, is related to the time compo-
nents that are defined as even with a broader intervals and the 
spatial knowledge than the spatial objects. 
     Examples of information stored in the GIS are: patients’ 
particulars, locations of Aedes breeding, larval densities, spe-
cies of vectors, habitat types, premises types, and ovitrap loca-
tions [10]. The GIS enables us to visualize at a glance “hot 
spots” where cases or breeding are concentrated so that early 
control operations can be implemented. We can also perform 
spatial and temporal analyses of the data for future planning, 
such as the review of dengue and cholera sensitive areas and 
for day-to-day operation planning such as the boundary of 
control operations in outbreak areas, the progression of an 
outbreak etc. 
     Dengue (pronounced den’ gee) the most prevalent Arthro-
pod-borne viral (Arbor virus) belonging to the family Fla-
viviridae. The major dengue vector in urban areas is Aedes 
aegypti but Aedes albopticus is also present. It breeds in pools 
of water [11]. Symptoms include severe and continuous pain 
in the abdomen, bleeding from the nose, mouth , high fever, 
severe headache , retro-orbital pain, severe joint pain , muscle 
pains , general weakness, vomiting , pale, cold skin. There is 
no specific treatment for dengue, but closely medical attention 
and clinical management saves the lives of many patients [12]. 
At present, the only method of controlling dengue is to com-
bat the vector mosquito through chemical control and envi-
ronmental management. The disease proceeds in possibly 
three stages: 
(a) Invasion (b) Collapse (c) Reaction 
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2.1 Proposed System  
Patient database is collected. The epidemic i.e dengue is iden-
tified using spatial mining techniques. Then the predicted data 
is visualized on a map based on the time series for every quar-
ter of a year for the disease predicted spatial data [13]. The 
total work is three fold, first step is to structure the inference 
that collocation with transformations , the second step is to 
predict the disease affected areas using apriori algorithm , the 
third step is to visualize the knowledge on spatial data [14].   
 
3 COLLOCATION IDENTIFICATION 
 
3.1  Detection of the Epidemic 
Risk areas are identified by applying collocation rules to the 
symptoms [15]. The pattern of collocation for the problem in 
the nearby region with high probability is as follows 
 
C: {cause of epidemic} → {causative agent, infection sources} 
 
Where’ C’ is the collocation rule. By applying Collocation rules 
to the symptoms ,  the severity of the disease is identified [15]. 
The collocation rule is applied to the symptoms. High Fever, 
Severe Headache → Retro orbital , Severe Joint and Muscle 
Pains → General Weakness, Vomiting →  Rashes, Damage of 
blood → Bleeding from the nose, gums, or under the skin 
Hemorrhagic fever → Dengue Death  

4     ALGORITHM  
Using the raw data the disaster is identified and represented 
in GIS [16]. The algorithm is as follows 

1. From the spatial objects , raw data are collected 
2. Noisy data is preprocessed using WEKA tool 
3. Application of collocation rules 
4. Application of the predicate of space i.e. nearby 
5. The disaster affected area is identified 
6. Visualization of knowledge in GIS 

5    DATA FLOW DIAGRAM 
 

 
 
 
 

 
 

 
 
 
 
 
 
 

 
6     IDENTIFICATION OF DISASTER AFFECTED AREAS 

6.1  Raw Data 

Spatial data related to the spatial objects i.e. patients were col-
lected. Dengue disease includes different symptoms like high 
fever, muscle pain , prostration , swollen lymph nodes , nau-
sea , bleeding from nose etc. For presence of each symptom a 
binary value “1” is assigned and for absence of each symptom 
a binary value “0” is assigned. Some noisy data (missing val-
ues) were found in the raw data. The collected raw data is as 
shown below in the TABLE 1 
 

 
6.2  Preprocessed Data 

TABLE 1 
RAW SPATIAL DATA 

 

Each record refers to one patient . In the presence of each symptom a binary value 
“1” is  read and in the absence of each symptom a binary value “0” reads in all the 
records. 

TABLE 2 
PREPROCESSED SPATIAL DATA USING THE WEKA DM TOOL 

 

Noisy data (in the raw data) is preprocessed using the WEKA data mining tool. 

 
 Fig. 1.Flow chart of spatio-Temporal Representation of 
Disaster System. 
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The raw data is preprocessed using the WEKA data mining 
tool. Missing values are replaced by the mean values or by the 
highest occurred value. The noisy data is pre processed as 
shown above in the TABLE 2 

 
6.3 Frequent Item Set generation 
Collocation rule is applied to the data. Based on the apriori 
algorithm 1-item sets, 2-item sets and 3-item sets were gener-
ated 
 
Apriori Algorithm 
Apriori algorithm was developed by Agrawal and Srikant 
1994. Apriori algorithm is frequently used to operate on 
transactional databases. It is an innovative way to find 
association rules on a large scale, allowing implication 
outcomes that consist of more than one item (based on the 
minimum support threshold). Using apriori algorithm we can 
perform frequent itemset mining and association rule 
learning.  

 
6.4 Report Generation 
The report containing dengue affected areas is as shown below 
in the Fig. 2. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

7   VISUALIZATION OF SPATIAL DATA ON GIS 
Spatio-temporal mining is an upcoming research field which 
includes the development and practice of innovative tech-
niques for the determination of large spatio-temporal data-
bases [17]. Spatial mining is the extraction of previously un-
known, hidden spatial data from large amounts of spatial and 
non-spatial data [18]. Temporal mining is the extraction of 
useful information from temporal data. Both temporal dimen-
sions and spatial dimensions add complexity to data mining 
tasks [19]. Our focus is on spatio-temporal tree which de-
scribes the spatial data at different time series [20]. Spatial data 
is a collection of spatial data. In this paper, temporal data in-
clude information on spatial data for every quarterly time se-
ries. The spatio - temporal tree is drawn for every quarter of a 
year. Therefore we can visualize the knowledge in GIS for eve-
ry quarter of a year [20]. 

7.1 Spatio-Temporal Tree 
Spatio-temporal tree is a tree consisting of spatial data and 
temporal data. Temporal data is a data related to time-series. 
The temporal series of four quarters of a year is considered for 
the spatial data. The spatio - temporal tree is as shown below 
in the Fig. 3. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

7.2 Results 
 
First Quarter 
All the states in India are visualized in GIS using colored pin 
points i.e. green , orange , pink , yellow. Green colored pin 
points indicate that the area is in safe zone , yellow colored 
pinpoints indicate that the area is in the least dangerous zone , 
pink colored pinpoints indicate that area is more dangerous 
zone and red colored pinpoints indicate that area is in the risk 
zone. Visualization of knowledge for Q1 of a year in GIS is as 
shown below in the Fig. 4. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 Fig. 2. Disaster Report is sent to health organizations for conduct-
ing campaigns in the areas at high risk. 

 

 

 
Fig. 3. Spatial tree for the spatial data is represented. 

 

 

 
 Fig. 4. Visualization of knowledge for the I quarter of a year in GIS. 
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Second Quarter 
The changes are observed in the knowledge from Q1 to Q2. 
Andra Pradesh is changed from most dangerous zone to least 
dangerous zone. The pinpoint color of Andhra Pradesh is 
changed from red to yellow in GIS. Andaman & Nicobar is-
lands in GIS changed from most dangerous zone to more dan-
gerous zone. The pinpoint color of Andaman & Nicobar is-
lands is changed from red to pink in GIS. The changes from 
Q1 to Q2 are as shown below in Fig. 5 with red colored ar-
rowed oval symbols. 

 

 

 

 

 

 

 
 
 
Third Quarter 
The changes are observed in the knowledge from Q2 to Q3. 
Chhattisgarh  is changed from safe zone to least dangerous 
zone. The pinpoint color of Chhattisgarh  is changed from 
green to yellow in GIS. Delhi is changed from most dangerous 
zone to least dangerous zone. The pinpoint color of Delhi is 
changed from red to yellow in GIS. The changes from Q2 to 
Q3 are as shown below in Fig. 6 with red colored arrowed oval 
symbols. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fourth Quarter 
West Bengal (which is labelled ) is changed from most dan-
gerous zone to least dangerous zone. The pinpoint color of 
West Bengal in GIS is changed from red to yellow. The chang-
es from Q3 to Q4 are as shown below in Fig. 7 with red col-
ored arrowed oval symbols. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
8   CONCLUSION 
An epidemic is the spread of a disease because of change in 
ecology. A collocation rule is applied to the symptoms of a 
disease to identify the epidemics. Identified epidemics are 
visualized on Geographical Information Systems for all the 
quarters of a year. A spatio - temporal tree is designed. Hence 
the spatio-temporal trees along with the visualized knowledge 
in GIS will be forwarded to the hospitals for conducting health 
campaigns in the areas at high risk. 
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